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1. Introduction and Key Ingredients:
- Statistical tests or confidence interval 
estimation with a predetermined senseestimation with a predetermined sense 
of accuracy

- - Some sense of optimality in place

- Appropriate sample size determination- Appropriate sample size determination

- Appropriate data collection strategies

- Gather data sequentially, step-by-step, 
and “learn” as we proceedand “learn” as we proceed



Some Key References:

M h l bi (1940)• Mahalanobis (1940)
• Stein (1945,1949)
• Wald (Wiley: 1947)
• Mukhopadhyay and Solanky (Dekker:Mukhopadhyay and Solanky (Dekker:

1994, Chapter 2)



• Ghosh, Mukhopadhyay, and Sen (Wiley:
1997, Chapter 6)

• Mukhopadhyay, Datta, and Chattopadhyay, p y y, , p y y,
eds. (Dekker: 2004)

• Mukhopadhyay and de Silva (CRC: 2009)Mukhopadhyay and de Silva (CRC: 2009)

Note 1: The last-mentioned book includes a large 
number of standard methodologies with 
accompanying computer programs in executable 
fforms

Note 2: We will implement some of them in a 
b ill t ti t f llnumber illustrations to follow





2. Sequential Probability Ratio Test (SPRT)

Let us look at a “Normal Mean” exampleLet us look at a Normal Mean  example.



2.1. Normal Mean Example

SPRT will provide much more economical n.



2.2. Wald’s SPRT for General Distribution f



2.3. Optimality



2.4. Truncation of the General SPRT  



2.5. Back to Normal Distribution Illustration



In what follows, I take liberty in showing some 
screen shots in order to illustrate how a job runsscreen shots in order to illustrate how a job runs. 















How about SPRT’s in non-normal distributions?
In an extended version of the draft paper (with Yan 
Zhuang, expected Ph.D. August 2018), we have 
ill i i h i l i l d fillustrations with simulations real datasets from
• Gamma (unknown scale, known shape): Body   
dimensions (Heinz et al 2003)dimensions (Heinz et al., 2003),

• Lognormal (location unknown, scale known): 
Rosner's FEV (maximum forced expiratory volume in ( p y
one second) data.



2.6. Remarks: Sequential Tests Under Unknown q
Nuisance Parameters and Other Situations: 

Test on normal with unknown variance: Use programTest on normal with unknown variance: Use program
Seq04.exe (Mukhopadhyay and de Silva, 2009): Sequential 
t-test or Chi-square test or F-test …q

Discrete distributions (Binomial, Poisson, Negative 
binomial, Zero-inflated), )

Unequal sampling at stages, perhaps according to some 
distribution (Mukhopadhyay and de Silva, 2005)( p y y , )

Two-sample or multi-sample tests

Scenarios where the response X may be multivariateScenarios where the response X may be multivariate …



3. Fixed-Width Confidence Interval

3.1. Normal Mean Example





3 1 1 T St S li3.1.1. Two-Stage Sampling

Mahalanobis (1940), Stein (1945,1949)( ), ( , )







Simulations were carried out using the program 
Seq06 exe from Mukhopadhyay and de SilvaSeq06.exe from Mukhopadhyay and de Silva 
(2009)













3.1.2. Purely Sequential Sampling

Anscombe (1952), Ray (1957), and Chow 
and Robbins (1965)











3.2. Remarks: Sequential Fixed-Size Confidence q
Regions and Other Situations: 

Discrete distributions (Binomial Poisson NegativeDiscrete distributions (Binomial, Poisson, Negative 
binomial, Zero-inflated): Based on the MLE

Many other continuous distributions (NegativeMany other continuous distributions (Negative 
exponential, Exponential, Gamma, Lognormal …): Based 
on the MLEon the MLE 

Multivariate and regression simultaneous confidence
and point estimation problems (under other loss functions)and point estimation problems (under other loss functions)

Unequal variances (treatment allocations)
Multiple comparisonsMultiple comparisons …



Thank You

Any Question or Comment?y Q


